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’ INTRODUCTION

Extensive studies over the past two decades have revealed a close
interdependence of the structural, electronic, and functional proper-
ties of the active site of metalloproteins.1 During this period, there
has been significant progress in the development of both physico-
chemical and theoretical methods.2 The application of these
methods has made it possible to analyze the electronic structures
of the active sites of metalloproteins with increasing sophistication.
For such biological metal sites, as well as for their chemical
analogues, elucidating the contribution of electronic structures to
reactivity3 is an active field of multi-disciplinary research.4,5

A large proportion of metalloenzymes contain paramagnetic
active sites, which are involved, for instance, in electron transport
or redox catalysis. The method of choice for probing the
electronic structure of such systems is Electron Paramagnetic
Resonance (EPR) spectroscopy.6 During the past decade, the
application of higher frequencies and magnetic fields has made it
possible to investigate an increasing number of S >1/2 systems,
especially those of “integer spin”, which were traditionally
considered to be “EPR silent”.7,8 One of the reasons for
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ABSTRACT: A systematic Density Functional Theory (DFT) and multiconfigura-
tional ab initio computational analysis of the Spin Hamiltonian (SH) parameters of
tetracoordinate S = 3/2 Co(II)S4�containing complexes has been performed. The
complexes under study bear either arylthiolato, ArS�, or dithioimidodiphosphinato,
[R2P(S)NP(S)R0

2]
� ligands. These complexes were chosen because accurate

structural and spectroscopic data are available, including extensive Electron Para-
magnetic Resonance (EPR)/Electron Nuclear Double Resonance (ENDOR)
studies. For comparison purposes, the [Co(PPh3)2Cl2] complex, which was
thoroughly studied in the past by High�Field and Frequency EPR and Variable
Temperature, Variable Field Magnetic Circular Dichroism (MCD) spectroscopies,
was included in the studied set. The magnitude of the computed axial zero-field
splitting parameter D (ZFS), of the Co(II)S4 systems, was found to be within∼10%
of the experimental values, provided that the property calculation is taken beyond
the accuracy obtained with a second-order treatment of the spin�orbit coupling
interaction. This is achieved by quasi degenerate perturbation theory (QDPT), in
conjunction with complete active space configuration interaction (CAS-CI). The
accuracy was increased upon recovering dynamic correlation with multiconfigura-
tional ab initio methods. Specifically, spectroscopy oriented configuration interaction (SORCI), and difference dedicated
configuration interaction (DDCI) were employed for the calculation of the D-tensor. The sign and magnitude of parameter D
was analyzed in the framework of Ligand Field Theory, to reveal the differences in the electronic structures of the investigated
Co(II)S4 systems. For the axial complexes, accurate effective g0-tensors were obtained in the QDPT studies. These provide a
diagnostic tool for the adopted ground state configuration ((3/2 or(1/2) and are hence indicative of the sign of D. On the other
hand, for the rhombic complexes, the determination of the sign of D required the SH parameters to be derived along suitably
constructed symmetry interconversion pathways. This procedure, which introduces a dynamic perspective into the theoretical
investigation, helped to shed some light on unresolved issues of the corresponding experimental studies. The metal hyperfine and
ligand super-hyperfine A-tensors of the C2 [Co{(SPPh2)(SP

iPr2)N}2] complex were estimated by DFT calculations. The
theoretical data were shown to be in good agreement with the available experimental data. Decomposition of the metal A-tensor
into individual contributions revealed that, despite the large ZFS, the observed significant anisotropy should be largely attributed to
spin�dipolar contributions. The analysis of both, metal and ligand A-tensors, is consistent with a highly covalent character of the
Co�S bonds.
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rendering such systems inaccessible to conventional X-band EPR
spectrometers is the large axial component (D) of their zero-field
splitting (ZFS).9 The magnitude and the sign of D, and the
remaining Spin Hamiltonian (SH) parameters (g, metal hyperfine
and ligand super-hyperfineA-tensors), reveal crucial information on
the electronic structure descriptors of the paramagnetic system.2

One of the important goals of this research is to clarify the
underlying magnetostructural correlations that control the mag-
nitude and the sign ofD.10,11 This is also important for the design
of materials with tailored magnetic properties, such as Single
Molecule Magnets (SMMs). In the latter case, the most im-
portant parameter is the magnetic anisotropy, expressed via the
D parameter.12�15 Suitable methods for probing the ZFS experi-
mentally include magnetic susceptibility measurements and
Magnetic Circular Dichroism (MCD) spectroscopy.9,16,17 How-
ever, both approaches involve thermal depopulation experiments
and hence suffer from limited accuracy. The same restriction
applies to conventional X-band EPR spectroscopy, in which
variable temperature measurements are necessary to extract ZFS
values.18 In addition, the magnetic susceptibility and magnetiza-
tion measurements are influenced by the presence of contam-
inating species. These limitations are to some extent overcome
by applyingHigh-Field and Frequency EPRmethods (HF-EPR),
because in this case the ZFS is directly determined.19 Thus,
HF-EPR has become the most reliable method for accurate ZFS
determinations.8,20 In addition to HF-EPR methods, ZFS para-
meters can also be directly determined by far-IRmagnetic spectro-
scopy,21�23 as well as by Frequency Domain Fourier Transform
(FD-FT) THz-EPR spectroscopy.24

Focusing on the EPR properties of Co(II) coordination com-
pounds, we note that there is an extensive relevant literature
on simple complexes,17,18,25 (and references therein), as well as on
Co(II)-containing proteins or enzymes. With respect to the latter,
the 3d7 Co(II) ion is used as a spectroscopic and paramagnetic
probe, replacing either paramagnetic26 or, most commonly, dia-
magnetic bio-metals like Zn(II).27 The biological Co(II) sites and
the corresponding chemical analogues, which have been under
investigation, include single and binuclear systems. The latter have
been extensively studied by MCD spectroscopy.28�30

The first Co(II) complex that was thoroughly studied by HF-EPR
was the pseudo-tetrahedral [Co(PPh3)2Cl2] complex.

17 In the same
work, variable temperature, variable field (VTVH)MCDstudieswere
also employed, with theZFSdetermined by the twomethods being in
very good agreement. Motivated by these seminal studies, we have
recently extended the data set of reliably determined EPR param-
eters of Co(II) systems, by studying the [Co{(SPPh2)2N}2]

31 and
[Co{(SPPh2)(SP

iPr2)N}2]
32 complexes, which contain the depro-

tonated form, L�, of the dithioimidodiphosphinato ligands,
LH = R2P(S)NHP(S)R0

2, R, R0 = Ph or iPr.33�36 In the following,
the above type of CoS4-containing complexes will be denoted as Co

R,

R0
L2.The experimental investigations aimed at correlating the electro-

nic properties of Co(II)S4-containing complexes, derived by HF-
EPR18 and Electron Nuclear Double Resonance (ENDOR)37 ex-
periments, with their structural properties. Very recently, a series of
four-coordinate Co(II) complexes, containing the hydro(tris-pyrazol-
1-yl)borate (“scorpionate”) anion as ligand, have been studied byHF-
EPR spectroscopy.25

Previously, Hirota and co-workers studied the magnetic and
X-band EPR properties of anionic Co(II)S4-containing com-
plexes, namely, A2[Co

(II)(SPh)4], A = Me4N, Et4N, Ph4P, as
well as (Et4N)2[Co(SR)4], R = C6H4-p-Me, C6H5-p-Cl, C6F5,
bearing arylthiolates as ligands.38�40 In particular, the different

symmetries of the (PPh4)2[Co
(II)(SPh)4]

39 and (Me4N)2-
[Co(II)(SPh)4]

40 complexes (D2d and S4, respectively) because
of countercation effects were correlated with remarkably differ-
ent sets of EPR parameters, including rather large (up to
100 cm�1) ZFS values.38�40 In addition, a D-value of 30 cm�1

was recently reported by Haase and co-workers for a thiourea-
containing Co(II)S4 complex, based onmagnetic susceptibility, magne-
tization, and MCD studies.16

The theoretical prediction of EPR parameters has made
significant progress in the past few years.41 The relevant micro-
scopic relativistic terms that enter in the calculation of the ZFS
are the direct magnetic dipole�dipole interaction (spin�spin
coupling, SSC) and the spin�orbit coupling (SOC). The SSC
contributes to the ZFS in first order of perturbation theory (PT)
and, therefore, can be calculated as an expectation value. The
SOC contribution, however, arises in second order and, hence, is
related to a complete sum over states which contain contribu-
tions from excited states of spin multiplicities different from the
ground state. For octahedral complexes of Cr(III),42 Mn(II),10 and
Mn(III),43 the SSC term, as well as spin flip excitations, have been
shown to be crucial for the successful computational estimation
of ZFS values. However, as shown by theoretical calculations
of their MCD spectra, the ZFS of tetrahedral, S = 3/2, Co(II)

complexes is strongly dominated by the SOC interaction.44 In
fact, owing to the near orbital degeneracy, the SOC in such
systems can be rather strong, leading to very large reported
D values (up to ∼100 cm�1).38 Such values would be well
outside the ZFS range experimentally accessible by EPR spec-
troscopy, including HF-EPRmethods, the upper limit of which is
currently around 25 cm�1.25 The experimental consequence of
very large ZFS values is that only transitions within the lowest
Kramers doublet (in the low Zeeman field limit) can be
observed.45 For such systems, low-order perturbation theoretical
methods are not expected to yield accurate predictions. This is
particularly relevant for modern theories probing electronic
structures, since property calculations are usually based upon
linear response theory, which is equivalent to an infinite sum
over states in second-order PT.46 In addition to the axial
component, D, of the ZFS, environments of low symmetry
are characterized by a non-zero rhombic ZFS component E. In
the limit of extreme rhombicity (E/D = 1/3), the sign of
D becomes ambiguous.47

Up until very recently, the literature was lacking reliably
determined experimental SH parameters for Co(II)S4-contain-
ing systems. The recent availability of precise experimental SH
parameters for CoPh,PhL2 and CoPh,iPrL2,

18,37 led us to apply
multi-reference ab initio methods to these, as well as the
Co(II)S4-containing complexes reported by Hirota and co-
workers.38�40 Hence, in this work, the corresponding com-
plete set of SH parameters are calculated with the aid of DFT
and correlated ab initio methods. The results help to clarify
controversial matters which were not resolved by the experi-
mental investigations, for example, the sign of D in highly
rhombic systems,18 and provide further insight into the
magnetostructural correlations that are operative in pseudo-
tetrahedral Co(II)S4-containing complexes.

’THEORY

General Information. The phenomenological description
of the EPR spectra of the high spin, S = 3/2 Co(II) complexes,
is based upon the SH that includes the ZFS, the electron Zeeman
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interaction, the cobalt hyperfine, and the nuclear Zeeman
interaction:

Ĥspin ¼ ŜDŜ þ βeBgŜ þ ŜAðCoÞ Î þ βNBg
ðCoÞ
N Î ð1Þ

Ŝ and Î represent the electron-spin and cobalt nuclear-spin
angular momentum operators, the D, g, and A(Co) tensors
represent the ZFS, the Zeeman interaction, and the metal
hyperfine interaction, respectively, while βe and βN are the
corresponding Bohr magnetons and B is the magnetic flux
density. A full analytical solution of the SH eigenvalue problem
for the S = 3/2 case can be found in textbooks.48 It should be
noted that the low symmetry of the Co(II) complexes under study
precludes the assumption that the principal axes of D and g are
parallel. The first term in eq 1 gives rise to four magnetic sub-
levels, which consist of two Kramers doublets,

j0(æ ¼ cos θ

�����
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2
, (
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2
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�����
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where the angle θ, in terms of the ZFS parameters, is given by

tanð2θÞ ¼ ffiffiffi
3

p E
D

ð4Þ
The energy separation between the doublets amounts to 2D0,

with D0 being equal to (D2 + 3E2)1/2. The ZFS parameters are
defined in terms of the principal values of the D-tensor, by
D = 3/2Dzz and E = 1/2(Dxx � Dyy), in a coordinate system that
diagonalizes D. AlthoughMS is not a good quantum number, we
will refer to the |1(æ and |0(æ doublets as (1/2 and (3/2,
respectively.
Spin�Orbit Coupling (SOC). The most important step in

modeling optical and magnetic phenomena of transition metal
ions is a realistic treatment of SOC. The effect of SOC is that it
mixes states of different spin multiplicities (withΔS = 0,(1) and
splits the differentMs members of a given total S multiplet. The
effect may occur in first order PT for the orbitally degenerate
states, but it occurs in second order for all states with S > 1/2. As
such, the SOC reintroduces some orbital angular momentum
into the wave function, even if it is “quenched” by low-symmetry.
Quasi-Degenerate PT. In quasi-degenerate PT, one starts by

obtaining an approximate solution of the Born�Oppenheimer
(BO) Hamiltonian of a multireference type, such as CASSCF,
MRCI, or multireference in the form of |ΨI

SSæ = ∑μCμI|Φμ
SSæ.

Here, the upper indices SS stand for a many-particle wave
function with spin quantum number S and spin projection
quantum number Ms=S. Since the BO Hamiltonian does not
contain any complex valued operator, the |ΨI

SSæ solutions may be
chosen to be real-valued. Introduction of SOC requires the lifting
of the (2S + 1) degeneracy of the total spin S ĤBO eigenfunctions.
Thus, the basis of the treatment are the |ΨI

SMæ states, in which
I covers all the roots calculated in the first step of the procedure
and M = �S, ..., S enumerates all members of a given multiplet.
Matrix elements over the |ΨI

SMæ functions are readily generated
using theWigner�Eckart theorem, since all (2S + 1)members of
the multiplet share the same spatial part of the wave function.49

On the basis of the above functions, SOC and SSC effects,
along with the Zeeman interaction, can be included by means of
quasi-degenerate perturbation theory (QDPT), which amounts

to the diagonalization of the matrix representation of ĤBO +
ĤSOC + ĤSSC + ĤZ, in the basis of the states |ΨI

SMæ:

ÆΨSM
I jĤBO þ ĤSOC þ ĤSSC þ ĤZjΨS0M0

J æ

¼ δIJδSS0δMM0EðSÞI þ ÆΨSM
I jĤSOC þ ĤSSC

þ ĤZjΨS0M0
J æ ð5Þ

Diagonalization of this matrix yields the energy levels and eigen-
vectors of the coupled states{ΨI

SM}. This procedure yields theD and
g tensors directly. Alternatively, the SOC components of D are
calculated through well-established second order PT equations:50

DSOC � ð0Þ
kl ¼ � 1

S2 ∑
bðSb ¼ SÞ

Δ�1
b Æ0SSj∑

i
zSOMF
k;i ŝi;zjbSSæ

ÆbSSj∑
i
zSOMF
l;i ŝi;zj0SSæ ð6Þ

DSOC � ð � 1Þ
kl ¼ � 1

2SðS� 1Þ ∑
bðSb¼ S � 1Þ

Δ�1
b

Æ0SSj∑
i
zSOMF
k;i ŝi;þ1jbðS� 1ÞðS� 1Þæ

ÆbðS� 1ÞðS� 1Þj∑
i
zSOMF
l;i ŝi;�1j0SSæ ð7Þ

DSOC � ð þ 1Þ
kl ¼ � 1

ðS þ 1Þð2S þ 1Þ ∑
bðSb ¼ S þ 1Þ

Δ�1
b

Æ0SSj∑
i
zSOMF
k;i ŝi;�1jbðS þ 1ÞðS þ 1Þæ

ÆbðS þ 1ÞðS þ 1Þj∑
i
zSOMF
l;i ŝi;þ1j0SSæ

ð8Þ
where the first term describes contributions from excited states of the
same spin as the ground state (S0 = S), the second term arises from
states with S0 = S� 1, and finally the third term arises from states with
S0 = S + 1. Here, k and l denote Cartesian components x, y, and z, and
Δb is the energy difference between the ground state and the
bth excited state in the absence of the SOC interaction. Here and
throughout the paper, the SOC has been represented by the
spin�orbit mean-field (SOMF) method, in the implementation
already described.51 In this approach, the SOC appears as an
effective one-electron operator of the form ĤSOMF = ∑izi

SOMFsi.
g-Values. For a system with an odd number of electrons, the

doubly degenerate eigenvalues obtained from the QDPT proce-
dure represent Kramers pairs, which are used to build the matrix
elements of the total spin operator and the total angular
momentum operator of the Zeeman Hamiltonian term. By
denoting Ψ as a solution and Ψ

̅
as its Kramers partner, the

eigenvalues Φ are given by the matrix elements notation as:

Φk
11 ¼ ÆΨjL̂k þ geŜkjΨæ, Φk

12 ¼ ÆΨjL̂k þ geŜkjΨæ, k ¼ x, y, z

ð9Þ
The elements of the g-matrix are then obtained as:

gkz ¼ 2cΦk
11, gky ¼ � 2cImðΦk

12Þ, gkx

¼ � 2cReðΦk
12Þ ð10Þ
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Then the true G tensor can be built from the g-matrices as

G ¼ ggT ð11Þ
Further, diagonalization of G yields positive eigenvalues, the

square root of which give the principal values of the g-matrix:52

gxx ¼ ffiffiffiffiffiffiffi
Gxx

p
, gyy ¼

ffiffiffiffiffiffiffi
Gyy

p
, gzz ¼ ffiffiffiffiffiffiffi

Gzz
p ð12Þ

Hyperfine Coupling Term (HFC). In the language of analytic
derivative theory, the HFC term is defined as the second mixed
derivative of the total ground state energy with respect to the
electron spin Ŝ as well as to the nuclear spin Î by eq 13

Aμν ¼ ∂
2E

∂Ŝμ∂̂I
ðAÞ
ν

ð13Þ

The hyperfine coupling tensor of a nucleus consists of three
contributions, which are the isotropic Fermi contact (FC), the
anisotropic spin�dipolar contributions (SD) (both of first order
in PT), and the SOC contribution (of second order in PT).

AA
μν ¼ AA;c

μν þ AA;d
μν þ AA;SO

μν ð14Þ
The three contributions to the HFC are explicitly given below:
(a) The isotropic Fermi contact term (FC), arising from the

finite spin density on the nucleus under investigation,
which for the N-th nucleus is calculated as

aisoðNÞ ¼ 4
3
πÆSzæ�1

� �
gegNβeβNFð RBNÞ ð15Þ

where ÆSzæ is the expectation value of the z-component
of the total spin, ge, gN are the spin and nuclear g-factors,
βe and βN are the corresponding Bohr magnetons, F(RBN)
is the spin density at the nucleus, and gegNβeβN � PN
refers to a commonly used proportionality factor with
units of MHz � bohr3.53

(b) The spin dipole part (SD) arises from the magnetic
dipole interaction of the magnetic nucleus with the
magnetic moment of the electron, and it is calculated
as an expectation value over the spin density as

Adip
μν ðNÞ ¼ PN∑

kl
FklÆjkjr�5

N ð3 rBNμ rBNν � δμνr
2
NÞjjlæ

ð16Þ
Here, F is the spin density matrix and rBN is a vector of
magnitude rN that points from the nucleus in question to
the electron. Finally,{ϕ} is the set of the chosen basis
functions.

(c) The second order contribution arising from SOC is given
by

Aorb
μν ðNÞ ¼ � 1

2S
PN∑

kl

∂Fkl
∂Iμ

ÆϕkjhSOCν jϕlæ ð17Þ

The derivative of the spin density is computed by solving the
coupled-perturbed SCF equations with respect to the nucleus-
orbit coupling as perturbation. The nucleus-orbit coupling is
represented by the operator:

hSOCν ðNÞ ¼ ∑
i
r�3
iA lðAÞi, ν ð18Þ

’COMPUTATIONAL DETAILS

All calculations were performed with the ORCA computational
package.54 For the DFT calculations, the structures of the complexes
[Co(SPh)4]

2� (S4) (1),
40 [Co(SPh)4]

2� (D2d) (2) (vide infra), Co
Ph,PhL2

(3),31 and CoPh,iPrL2 (4)32 were studied using the BP8655,56 and
B3LYP55,57,58 functionals for geometries/frequencies and spectroscopic
properties, respectively. The Ahlrichs polarized triple-ζ(TZVP) quality59a

basis set was set for all atoms, in combination with the TZV/J Coulomb
fitting basis for the resolution of identity (RI) approximation (in BP86
calculations). For geometry optimizations, a one-center relativistic correc-
tion is applied by employing the implemented standard second-order
Douglas�Kroll�Hess (DKH) procedure.60�62 In addition, for the
anionic complexes 1 and 2, one set of diffuse s, p functions (taken from
6-311++G(2d, 2p) basis set)59b were added to the ligand atoms. Where
available, the coordinates were taken from the crystal structures. To make
the ab initio calculations feasible, the bulky Ph or iPr groups of the studied
complexes were replaced by H or Me.63 This leads to the corresponding
model complexes, denoted as H1, Me1, H2, H3, and H4 (Figure 1). For all
atoms the TZVP basis set was used, whereas for the Co center the
TZVPP59 was employed. The higher accuracy basis set def2-TZVP(-f)64

was also tested, and found to give similar results as the TZVP/TZVPP
combination. The ab initio calculations, were carried out in the basis of all
10 roots for the quartet states (arising from the 4F and 4P terms of Co2+)
together with 35 doublet roots (arising from the 2G, 2H, 2P, 2D, and 2F
terms of Co2+). MR-difference dedicated CI with two degrees of freedom
(DDCI2) and Spectroscopy ORiented CI (SORCI)65 calculations were
performed on top of the state averaged complete active space self-
consistent field (SA-CASSCF) reference wave functions, to recover the

Figure 1. H1 (a), H2 (b), H3 (c), and H4 (d) models. For 1, 2 and 3, 4, a
unified reference coordinate system was chosen, according to the
experimental data of the effective g tensors. For 2 and 3, g0z and
consequently Dzz, is parallel to the principal symmetry axis (since E/
D∼0), whereas for 1 and 4, g0z and g0y are parallel to the principal
symmetry axis, respectively (E/D∼1/3).
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major part of the differential dynamic correlation between the ground and
the excited states. The minimal active space was chosen to consist of 7
electrons in the 5 d-orbitals (CAS(7,5)). As explained previously,44 we have
used individual selection in the SORCI calculations, to decrease the
computational burden. The relevant thresholds are Tsel = 10�6 Eh and
Tpre = 10�5. The B3LYP/def2-TZVP coupled-perturbed (CP) method is
used for the calculation of the ZFS values, which uses revised prefactors for
the spin-flip terms and solves a set of coupled-perturbed equations for the
SOC perturbation, as already described in detail.66 The Dss part that
accounts for the SSC contribution to the ZFS, is treated with the “UNO”
option. This allows the calculation of the SSC term, with a restricted spin
density obtained from the singly occupied unrestricted natural orbitals. The
objective for this procedure is discussed in ref 66. The calculation of the
eigenvalues of the diagonalized 4 � 4 ZFS matrix shows that the energy
separation between the two Kramers doublets amounts to 2D0, where
D0 = (D2 + 3E2)1/2. The energy difference between the analytic eigenvalues
can bematchedwith the one obtained from theQDPTprocedure, to obtain
values for D and E. In fact, if the E/D ratio is defined via second-order
perturbation theory, theD value can be extracted from the calculatedQDPT
energy separation between the |(1/2æ and |(3/2æ Kramers doublets.
For the quantum chemical construction of the interconversion path-

ways, we have initially constructed the DFTBP86/TZVP relaxed scanned
potential energy surfaces for the quartet states, along the torsion angleωi,
followed by state averaged CASSCF(7,5) (SA-CASSCF) calculations at
the BP86 optimized structures.
Hyperfine structure calculations were performed using DFT methods.

The 59Co hyperfine and 31P super-hyperfine coupling constants (HFCs)
were obtained by performing additional single point calculations, on the
model H4 geometry. The isotropic HFC Aiso and the traceless anisotropic
dipolar Ai were calculated directly as the expectation values of the
appropriate operators over the spin density. Furthermore, the spin�orbit
contribution to the hyperfine interaction was also calculated.67 The
hyperfine structure calculations were performed by employing GGA:
BP86 and PBE0,68 hybrid-GGA: B3LYP, meta-GGA: TPSS,69 TPSSh,70

TPSS071 and the double hybrid (DHDF): B2PLYP72 density functional.
The accuracy of these functionals was assessed in ref 73. The CP(PPP)74

basis set was used for the metal center. For the remaining atoms, the
TZVP basis set was used. In addition, for the metal center, the isotropic
and dipolar hyperfine coupling contributions were relativistically cor-
rected, by applying the zero-order regular approximation (ZORA).75�77

’RESULTS AND DISCUSSION

Structural Considerations. Among the complexes studied in
this work, X-ray crystallographic structures are available for 1,40

3,31 and 4.32 Since there are no structural data available for 2, the
computed data for 2 were compared to those of the available
analogue [Co(StpdpPh)4]

2� (D2d) bearing the N-(2-thiophenyl)-
2,5-dimethylpyrrole(H-tpdp) ligand, reported by Krebs and co-
workers.78 The calculated Co�S distances and S�Co�S angles
(Table 1), based on the optimized structures 1�4, are in close
agreement with the experimental ones (within∼0.03 Å and 1�4�,
respectively). The problem of probing the electronic properties of
a four-coordinate Co(II) complex can be treated in terms of
geometric transformations between three basic, idealized Co(II)-
(SR)4 geometries, R = C or P with D2d, S4, and C2 symmetries
(Scheme 1). The distortions from theTd symmetry are an intrinsic
property of the M(II)(SR)4 centers and can be quantified by the
torsion angles ωi (R�S�Co�S), (Scheme 1).79,80 In particular,
for stereochemical reasons,38 the [M(II)(SPh)4]moietiesmay only
exhibit D2d(1) or S4 symmetries, which requires the torsion angle
relationshipsωi = 0� andω13 =�ω24 to hold. On the other hand,
the possible torsion angles ωi are restricted by the dithioimidodi-
phosphinato ligands L. In the ideal case, only two conformations
are expected for high spin CoR,R

0
L2 complexes: those of D2d(2)

and C2 symmetries, which require the torsion angle relationships
ωi = 180� and ω13 = 0�, ω24 = 90�, respectively, to hold. Hence,
complexes 1 and 2 exhibit S4 and D2d(1) symmetries, whereas 3
and 4 exhibit D2d(2) and C2 symmetries, respectively.The geo-
metry of [Co(PPh3)2Cl2]

17 approximates the C2v symmetry and
therefore this complex can be included in the same unified
representation scheme (Scheme 1).
Electronic Structures. In ideal Td geometry, the tetracoordi-

nate Co(II) complexes possess a 4A2 ground state, with a half-
filled t2 subshell e

4t2
3. The important single excitations within the

Table 1. Experimental and BP86/TZVP/DKH-Optimized
Co�Si Bond Lengths (Å) and Si�Co�Si Angles (deg)

complexes bond experiment optimized Meyer bond orders

1 Co�Si 2.302(3) 2.283 0.79

S1�Co�S2 117.1(1) 119.6

2 Co�Si 2.303(4)89 2.296 0.79

S1�Co�S2 96.6(3)89 95.2

3 Co�Si 2.311(2) 2.298 0.79

S1�Co�S2 113.2(3) 110.4

4 Co�S13(P13)
a 2.336(3) 2.314 0.77

Co�S24(P24)
b 2.301(3) 2.283 0.82

S1�Co�S3 95.8(2) 97.5

S2�Co�S4 110.7(2) 114.5
a P13� P(Ph). In ref 37 P13 is referred as P12.

b P24� P(iPr). In ref 37 P24
is referred as P34.

Scheme 1. Symmetry Definition of the CoII(SR)4 Core As a
Function of the Torsion Angles ωi

a

a (a) Definition of the torsion angle ωi, for the rotation of residue
Ri around the Co�Si axis. (b) D2d(1) and (c) D2d(2) conformations,
labels (1) and (2) indicate that ωi is 0� and 180�, respectively. (d) An
ideal C2 conformation, ω13 = 0�, ω24 = 90�. (e) The S4 conformation,
ω12 = �ω34. (f) A C2v conformation, ω12 = 0�, ω34 = 180�. In all
sketches: Co = large filled circles, R = small filled circles, S = open circles.
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metal d-shell are those from the doubly occupied e (dz2 and
dx2�y2)-MOs to the singly occupied t2 (dxy, dxz, and dyz)-set.
These excitations give rise to two quartet excited states (4T1 and
4T2). Since in Td symmetry only the T2 excited states can couple
with the A2 ground state via SOC,

53 in the following analysis only
the lowest energy 2T2 excited state, which represents intra-
SOMO spin-flip transitions, is taken into account. The other
2T2 excited states (essentially excitations to e3t2

4 coupled to a
spin-flip) are shown to contribute negligibly (∼0.01%). There-
fore they were excluded from the present analysis (vide infra).
Under conditions favoring further symmetry lowering, there will
be further splitting of the x, y, z components of the T2 states, such
that T2

x� Ex, T2
y� Ey, T2

z� Bz inD2d and S4 symmetries (and/
or T2

x � Ex, T2
y � Ey, T2

z � Az in ∼ C2v symmetry).
In agreement with expectations from Ligand Field Theory
(LFT) for D2d, S4, and C2 symmetries, the model complexes
exhibit the dz2

2dx2�y2
2dxy

1dxz
1dyz

1 (D2d, complexes 2 and 3),
dx2�y2

2dz2
2dxz

1dyz
1dxy

1(S4, complex 1), and dz2
2dx2�y2

2dxy
1dxz

1dyz
1

(C2, complex 4) electron configurations, as illustrated in Figure 2.
EPR Spectroscopy. The ZFS parameters of complex 1 have

been reported asD =∼6.2 cm�1 and E/D = |0.3|.38,40 Fukui et al.
described the symmetry of this complex as approximately S4,
which seems to be at variance with the rhombicity of the ZFS.
The conclusion, as regards the positive sign of D, is based on the
analysis of the principal effective g0 values. However, this analysis
cannot be conclusive because the value of E/D is close to 1/3.
The principal g0 values determined experimentally for this
complex are 1.64, 2.34, and 5.68. A similar behavior has been
observed experimentally for complex 4 (1.62, 2.38, and 6.44), the
magnitude ofD for which, however, is larger (|D| = 14.1 cm�1).18

In both cases, the observed extreme rhombicity reflects principal
g0 values compatible with both negative and positive D, and,
consequently, the order of the Kramers doublets is left undeter-
mined by the experiment.
For complex 2, the ZFS parameters were determined by a

combination of EPR and magnetic susceptibility measurements
and found to beD =�70( 10 cm�1 and E/D < |0.09|.38�40 The
effective g-values were reported as <0.6, <1.5, and 7.75 ( 0.1.
Only upper limits of the lowest g0 values could be determined,
because the EPR experiments were limited to X-band frequency
and magnetic fields below 1 T. For complex 3, a system of
approximately S4 symmetry, the effective g0 values (0.3, 0.3, and
7.12) are very similar to those of complex 2, while the D-value is
also negative but much smaller (D = �11.9 ( 0.2 cm�1).18

For complexes 3 and 4, the Kramers doublets are about 24 and
30 cm�1 apart (2D0). An accurate value of this splitting, derived
from HF-EPR and VTVH-MCD studies, has also been reported
for [Co(PPh3)2Cl2], which is of comparable size (29 cm�1).17

For the latter complex, it was recently shown, in the context of
MCD spectroscopy, that accurate ZFS predictions can be obtained
by multireference ab initio calculations.44

Nature of the SH Parameters. Qualitative insight into the
nature of the SHparameters is provided by an LFT type of approach,
described by equations presented explicitly elsewhere.53 Despite the
fact that these equations are too simplistic, they provide insight into
the nature of the SH parameters. In fact, they demonstrate the
importance of an accurate estimation of the SOC contribution in the
prediction of the D, g, and HFC A tensors. The magnitude of the
SOC term crucially depends on the energies of the most important
d�d excited states, involving spin-conserving, as well as intra-SOMO
spin-flip, transitions. In addition, an accurately determined SOC
contribution can only be achieved if the metal-ligand bond covalen-
cies are properly described and low-symmetry effects are accurately
taken care off.
Quantitatively, the LFT approach has been remarkably suc-

cessful in interpreting the magnetic properties of coordination
compounds of many metal ions, such as Fe(IV),81,82 Co(II),44 and
V(III).83 However, it should be emphasized, that for quantitative
purposes, these equations should be applied with care, since they
are restricted in the regime in which PT is valid, which is not
always the case, as it will be shown in the following sections.
Toward this target, in an effort to treat such a problem in a more
general and elaborate way, DFT and multiconfigurational ab
initio methods have been employed for the calculation of the SH
parameters of high spin Co(II)S4-containing complexes.
D-Tensor.To a first approximation, quantitative predictions of

the D-tensor of the truncated models Me1, H2, H3, and H4
were performed, by applying linear response DFT theory.66

The results, presented in Table 2, are, unfortunately, in poor
agreement with the experimental data, irrespective of whether
the completely optimized or the constrained geometries of the
respective experimental structures were used as the structural
basis of the calculations. The predicted magnitude of D strongly
depends on the employed structure, which demonstrates that the
ZFS is a highly sensitive SH parameter that is very difficult to
calculate accurately, especially if only one geometry is consid-
ered. The B3LYP/def2-TZVP-calculated D-values, with the
coupled perturbed method (CP)66 method, are 5- to 9-fold
smaller than the experimental ones. Hence, this methodology is
strongly limited in its predictive ability in this class of complexes.
Furthermore, the prediction of the sign of D is wrong even
for nearly axial complexes (E/D ∼ 0), such as H3 (Table 2).

Figure 2. Metal d-based MOs and term symbols (analyzed under
approximate Td symmetry), arising from single excitations in (a) H or Me1
and H or Me2 and (b) H3 and H4. The indicated orbital occupation
pattern refers to the 4A2 ground state.
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Nevertheless, in terms of the individual SOC contributions to D,
the results of this investigation show that the spin-conserving
transitions (RfR, βfβ), as well as the spin-flip transitions
(Rfβ), are the most significant. In any case, it is apparent that
no systematic trend can be deduced from the DFT results.
In general, multiconfigurational ab initio calculations are more

suitable in thepresenceof near orbital degeneracy thanDFTmethods
because they can represent all magnetic sublevels explicitly and on
an equal footing.84 Such a treatment, in combination with QDPT,
provides a suitable method to treat problems of the kind met
here. In the QDPT approach, the SOC (and SS) effects are treated
through diagonalization of the SOC(andSS) operators, on the basis
of the quartet and doublet roots obtained from SA-CASSCF(7,5),
MRDDCI(7,5), or SORCI(7,5) calculations (Table 3). Through
the diagonalization, the quartet and doublet states are treated to
infinite order in the SOC. We can, therefore, extract the ZFS
parameters D and E by using the exact solution of the S = 3/2 SH
problem for the ZFS.49 Of course, CASSCF is not an accurate
method in the presence of the highly Co�S covalent bonds.
However, in correlated ab initio MR-DDCI or SORCI calculations
employed on top of the CASSCFwave functions, this shortcoming is
considerably reduced, and therefore realistic ZFS predictions should
be achievable. This is indeed observed in the Loewdin Co-spin
populations presented in Tables 2 and 3. Although the SA-CASSCF
calculations predict rather ionic Co�S bonds, with localization of the
spin density mainly on the metal center, the MR-DDCI and, to an
even larger extent, the SORCI calculations recover the Co�S
covalency to levels comparable with the DFT/BP86 calculations.
The D-parameters calculated for the models H1, H2, H3, and

H4 are in satisfactory qualitative agreement with the available
experimental data on the corresponding Co(II) complexes
(Tables 2 and 3). As is already clear from the SA-CASSCF
calculations, the SS contribution to the ZFS is only ∼1 cm�1 in
all the above cases and therefore the magnitude ofD is essentially
fully determined by SOC contributions.
For H1, the calculated large and positive values of D, as well as

an E/D = 0, are considered unrealistic based on the experimental

findings, which are in agreement with large rhombicity (E/D = 1/3).
To shed more light on this subject, a set of calculations was
performed for Me1, which are essentially in agreement with
experiment (SORCI reference in Table 1). According to these
calculations, the major SOC contribution to D arises from the
lowest 4A2f

4Exy (4T2
xy) (dx2�y2fdxz,yz) single electron excita-

tions. The splitting of these states reflects a tetragonal compres-
sion along the S4 symmetry axis (Figure 2).
The H2 and H3 models correspond to tetrahedral geometries

elongated along the four-fold symmetry axis, with negligible
rhombic splitting (E/D = 0). The main contribution to the ZFS
arises from the lowest 4A2f

4Bz (4T2
z) (dx2�y2fdxy) single

electron excitation (Figure 2). For H2, the excitation energy to
this state is only∼954 cm�1, thus raisingD to the enormous value
of∼�89 cm�1 in the SORCI reference calculation. Clearly, such
an extreme D value is outside the regime within which PT is
expected to be valid. Therefore the QDPT treatment is required.
Finally, for H4, a negative value of D is predicted by the three

methods. However, because of the experimental (and calculated)
high rhombicity (E/D∼1/3) the sign of D is uncertain. The
absolute value of D appears to be overestimated by about 40%
compared to experiment (Tables 2, 3). The main SOC contribu-
tion to the ZFS is due to the 4A2f

4Az (4T2
z) (dx2�y2fdxy),

4A2f
4Ex (4T2

x) (dx2�y2fdxz), and
4A2f

4Ey (4T2
y) (dx2�y2fdyz)

single electron excitations (Figure 2).
It is apparent fromTable 3 that the QDPTmethod reproduces

the experimentally determined ZFS values within <10% of experi-
ment for all studiedmodels. Clearly, second order PT does not have
this type of accuracy in the presence of near orbital degeneracy.
g-Tensor. The DFT-calculated g-tensors for the Me1, H2,

H3, and H4 models reveal small positive shifts, Δg ∼ 0.1�0.2,
with respect to the free electron value. These values are under-
estimated by a factor of ∼2 in comparison with the available
experimental data. This is quite common for the DFT methods
employed here. The g-values are only influenced by spin-allowed
(spin-conserving) transitions, and in accordance with the ex-
pectations from the LFT53 they aremainly dominated by the spin
conserving 4A2f

4Ex (dx2�y2fdxz),
4A2f

4Ey (dx2�y2fdyz), and
4A2f

4Az (or 4Bz) (dx2�y2fdxy) single electron excitations. The
largest positive g-shift is calculated for the gz parameter of the
axial H2 and H3 models, in line with experimental observations,
owing to the strong SOC effect of the excited 4Bz (4T2

z) on the
4A2 ground state (Figure 2).
More useful information can be extracted from the calculation

of the QDPT effective g0-tensors, as they preserve a diagnostic
tool of the ground state Kramers doublet (|(1/2æ or |(3/2æ)
and thus the sign ofD. The g0-tensors were calculated byCAS-CI,
DDCI2, and SORCI multireference methods. In general, even
the “entry level” CAS-CI calculations are able to reproduce the
experimental EPR parameters in a fairly satisfactory way. For the
axial systems H2 and H3, the g0 effective tensors originate from
the |(3/2æ Kramers doublet, reflecting the expectations for a
system with an effective S = 1/2 SH.85 In the case of the S4

Me1
model, the introduction of rhombicity allows the mixing of the
doublets in a way that g0z|(3/2æ ∼ g0y|(1/2æ and vice versa,
while g0y|(1/2æ ∼ 3/2 � g0y|(3/2æ (Table 4). Thus, the
experimental g0 values originate from the |(1/2æ Kramers
doublet, reflecting the positive sign of D. Upon further lowering
of symmetry toward the C2

H4 model, significant mixing of the
doublets leaves the sign of D still undetermined.
Hyperfine and Ligand Super-Hyperfine A-Tensors. The

HFC ACoi, i=x,y,z contains three contributions accounting for the

Table 2. Experimental and Computed ZFS (cm�1) Values,
As Well As Decomposition of the Latter in SOC and SSC
Contributions, Derived by the Linear Response DFT Couple
Perturbed (CP) B3LYP/def2-TZVP Calculations

complexes

140 240 318 418

Dexp ∼ 6.2 ∼ �70 �11.9 �12.8

E/Dexp 0.3 <0.09 0.02 0.32

models

Me1 H2 H3 H4

Co-spin population 2.41 2.38 2.37 2.40

Dcal 1.61 8.92 8.21 �3.88

E/Dcal 0.01 0.0 0.02 0.21

DSOC 1.33 8.94 9.69 �3.33

RfR �0.04 5.07 6.19 �0.38

βfβ 0.75 0.69 3.39 �2.58

Rfβ 0.62 3.28 0.24 �0.51

βfR �0.01 �0.10 �0.13 0.15

DSSC 0.27 �0.01 �1.48 �0.60
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isotropic part Aiso (including the Fermi term and pseudo-contact
shift, AFC) and the anisotropic Ai part, accounting for the dipolar
term SD, ASDi, as well the second order SOC contribution ASOCi.
To a first approximation, LFT53 provides again qualitative insight

into the nature of HFC in high spin, S = 3/2, Co(II) complexes.
The HFCs will be dominated by the Fermi contact term and the
SD term. The latter is the result of the non-spherical electron
distribution around the Co(II) metal center and the anisotropic

Table 3. Computed ZFS (cm�1) Values and SOC Contributions to D, Derived by CAS-CI, DDCI2, and SORCI Methods

CAS-CI DDCI2 SORCI

model state energy contr. to D energy contr. to D energy contr. to D

Me1 |4Exæ 2973 �12.8 3722 �1.1 3875 �8.2

|4Eyæ 3050 19.4 3892 14.1 4111 12.8

|4Azæ 3294 �6.4 4128 �12.7 4351 �4.3

|2Bzæ 21794 �3.0 21159 �3.7 19398 �3.3

|2Exæ 21851 5.7 21289 6.8 19724 4.1

|2Eyæ 21863 �2.7 21512 �3.2 20732 �0.5

2nd order PT DSOC 8.6 6.4 6.2

QDPT |DSOC| 7.2 5.7 5.8

E/DSOC 0.26 0.31 0.31

Co-spin population 2.89 2.85 2.79

H2 |4Bzæ 822 69.3 969 52.4 954 40.6

|4Exæ 3465 15.9 4359 11.4 4771 7.8

|4Eyæ 3466 �31.2 4362 �21.9 4771 �13.9

|2Bzæ 20497 �3.1 18722 �3.6 18867 �2.9

|4Exæ 21762 �1.1 19749 �1.4 20983 �1.9

|4Eyæ 21763 3.4 22094 3.9 21534 3.8

2nd order PT DSOC �110.11 �87.6 �89.1

QDPT DSOC �69.4 �62.8 �64.7

E/DSOC 0.0 0.0 0.0

Co-spin population 2.88 2.86 2.78

H3 |4Bzæ 2060 �23.5 2494 �16.5 2438 �18.7

|4Exæ 3126 4.8 4018 2.5 4139 3.5

|4Eyæ 3279 11.2 4198 8.3 4421 7.3

|2Bzæ 21168 3.1 20146 3.6 20013 4.6

|2Exæ 21610 �1.1 21151 �1.0 20095 �2.7

|2Eyæ 21660 �1.4 21185 �1.8 20131 �0.6

2nd order PT DSOC �21.0 �17.4 �18.7

QDPT DSOC �16.5 �15.0 �16.4

E/DSOC 0.04 0.03 0.04

Co-spin population 2.88 2.85 2.77

H4 |4Azæ 2700 �52.7 3250 �40.0 3220 �39.2

|4Exæ 3070 19.1 3710 14.3 3830 13.4

|4Eyæ 3420 13.0 4120 9.7 4310 9.0

|2Exæ 19800 �3.3 18470 �4.2 19350 �4.1

|2Azæ 21100 4.3 19270 5.0 19660 5.1

|2Eyæ 22700 �2.7 20460 �3.3 20080 �3.0

2nd order PT DSOC �20.5 �18.4 �19

QDPT |DSOC| 16.4 17.9 17.3

E/DSOC 0.29 0.30 0.30

Co-spin population 2.88 2.86 2.78
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covalency, (Rxz 6¼ Ryz 6¼ Rxy), in the CoS4 core. The SOC is
introduced as in the case of the g-tensor, because of the
interaction of the excited states with the 4A2 ground state provided
by the 4A2f

4Ex (dx2�y2fdxz),
4A2f

4Ey (dx2�y2fdyz), and
4A2f

4Az (dx2�y2fdxy) spin-conserving single electron excitations.
DFT methods have been successfully used for the calculation

of the HFCs in radical systems of small size, as well as for a variety
of transition metal complexes. The classic GGA and hybrid-GGA
DFT functionals, as well as modern density functionals such as
meta-GGA86 and double hybrid functionals (DHDFs)72 have
been employed to predict experimental HFCs.67,73a,87 These
studies have shown that in DFT there is no general functional for
the accurate prediction of transition metal HFCs. The good
performance of the TPSSh functional for predicting metal-HFCs
was recently pointed out.73a For the Co(II) complexes studied in
this work, accurate HFCs corresponding to the metal hyperfine
59Co, as well as the ligand super-hyperfine 31P interactions, were
obtained for complex 4.
The principal axes system of the hyperfineA-tensors is indicated

by (x00, y00, z00). In agreement with the experiment, the principal axis
y00 of the metal A-tensor was chosen to coincide with the principal
axis y0 of the effective g0-tensor, where y0 is parallel to the C2

symmetry axis (y0//C2) (Figure 1). The calculated diagonalizedA-
tensor formodelH4 is in excellent agreement with the correspond-
ing experimental one. In fact, the calculated axes system (x00, y00, z00)
of the A-tensor, represented by their direction cosines of the

principal axes in the molecular axis system in which the effective
g0-tensor is diagonal (x0, y0, z0), matches the experimental values
very well, as illustrated in Figure 3. We can, therefore, assign the
experimental A-tensor Ax00, Ay00, and Az00 components as ACo

x,
ACo

y, and ACo
z. Table 5 summarizes the calculated metal hyper-

fine and ligand super-hyperfine coupling constants for H4,
corresponding to hyperfine interactions on the Co and P1�4

atoms, respectively. For the 59Co HFCs, the calculated eigenva-
lues are acceptable. However, it appears that there is no clear
preference among the functionals used. The situation is some-
what more clear-cut for the 31P HFCs, where the hybrid
functionals present clear improvements over the GGA func-
tionals. Inspection of the HFC parameters reveals that TPSS is
more successful than BP86. More importantly, the hybrid variant
TPSSh is significantly superior to TPSS and of similar quality as
the widely used B3LYP or PBE0 functionals. The general success
of TPSSh to accurately predict HFCs has been recently con-
firmed in other systems.73

Furthermore, the analysis of the A-tensor in individual con-
tributions shows that the major part originates from the negative
isotropic Fermi contact term and the positive but much smaller
SOC contribution. The anisotropy is due to anisotropic covalen-
cies and is reflected in the SD term, which ranges between∼�30,
∼5, and ∼+30 MHz for Ax, Ay, and Az, respectively (Table 5).
SH Parameters and Interconversion Pathways. In the

above sections, we have dealt with the SH problem statically,
by employing carefully designed truncated models, to approx-
imate real structures and to reproduce the experimentally derived
SH parameters. However, the SH parameters depend strongly on
the symmetry around the Co(II)S4 core, a fact requiring the
construction of the D2d(1)fS4fD2d(2) (for

Me1 and Me2) and
the D2d(1)fC2 (for

H3 and H4) quantum chemical interconver-
sion pathways respectively and, subsequently, the investigation of
the variation of the SH parameters along them. Furthermore, the
truncated models were fully optimized along the corresponding
torsion angle-dependent symmetry interconversion pathways, by
employing the same DFT methods, as described above. In this
way, one hopes to incorporate the steric and electronic effects of
the bulkier groups into the ab initio calculations without facing
the prohibitive costs of the calculations on the full systems.
Bonding. Along the D2d(1)fS4fD2d(2) interconversion

pathway, the z//S4 axis is retained, while the CoS4 core is
converted from an elongated to compressed structures, as is also
reflected in the ground state electron configurations (Figures 1 and 2).
Along theD2d(1)fC2 interconversion pathway, the z//S4 axis is
also retained, but only approximately, as lowering of symmetry
from 4-fold to 2-fold occurs. In C2 symmetry, the N atoms of the
two chelating ligands and the Co center are not aligned linearly,
as it is the case in D2d(1,2) and S4 symmetries. Such a distortion
renders dxy as effectively non-bonding, decreasing its energy,
whereas the energy of dxz and dyz increases, as they are involved

Table 4. Calculated Effective g0 Values by CAS-CI, DDCI2
and SORCI Methods for H4

doublet g0y g0x g0z |E/D|

138,39 exp |(1/2æ 5.68 2.34 1.64 0.31
Me1 CAS-CI |(1/2æ 6.24 3.01 1.97 0.28

|(3/2æ 1.41 1.72 6.62

DDCI2 |(1/2æ 6.15 2.64 1.80 0.30

|(3/2æ 1.50 1.92 6.31

SORCI |(1/2æ 6.04 2.71 1.83 0.32

|(3/2æ 1.44 1.82 6.29

238,39 exp |(3/2æ <0.6 <1.2 7.75 <0.09
H2 CAS-CI |(3/2æ 0.00 0.00 8.95 0.01

|(1/2æ 4.35 4.35 3.44

DDCI2 |(3/2æ 0.01 0.02 8.65 0.01

|(1/2æ 4.29 4.29 3.2

SORCI |(3/2æ 0.01 0.01 8.77 0.01

|(1/2æ 4.20 4.20 3.30

318,37 exp |(3/2æ 0.30 1.30 7.10 0.05
H3 CAS-CI |(3/2æ 0.31 0.31 7.61 0.04

|(1/2æ 4.96 4.37 2.57

DDCI2 |(3/2æ 0.24 0.24 7.30 0.03

|(1/2æ 4.72 4.26 2.45

SORCI |(3/2æ 0.18 0.18 7.28 0.03

|(1/2æ 4.64 4.30 2.64

418,37 exp 2.68 1.62/6.44 6.44/1.62 0.33
H4 CAS-CI |(3/2æ 2.67 1.76 6.81 0.30

|(1/2æ 2.12 6.25 1.73

DDCI2 |(3/2æ 2.45 1.66 6.53 0.32

|(1/2æ 2.16 6.03 1.70

SORCI |(3/2æ 2.25 1.56 6.58 0.32

|(1/2æ 2.30 5.89 1.78

Figure 3. Orientation of the principal axes (x00, y00, z00) of theA-tensor is
represented by their direction cosines in the axes system (x0, y0, z0) of the
effective g-tensor. Left: 59Co A-tensor for 4, the direction cosines
presented here are the result of a later refinement of the data analysis.
Right: Calculated TPSSh/CP(PPP)/TZVP 59Co A-tensor for H4.
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in Co�S covalent interactions with the ligand S-3p orbitals
(Figure 2). The strength of the Co�S bond is provided by the
face-alignment of the S-3p orbitals with respect to the Co-dxz and
Co-dyz or Co-dxy orbitals. As bothD2d and S4 symmetries require
the torsion angles ω1,2 = ω3,4 relation to hold (Scheme 1),
covalent Co�S bonds of equal strength result. Furthermore, the
C2 symmetry requires, the torsion angles ω1,3 < ω2,4 relation to
hold (Scheme 1). The Co�S bond is strengthened for
Co�S�P2,4 whereas it is weakened for Co�S�P1,3, respectively,
along the D2d(2)fC2 interconversion pathway. These arguments
are in line with the X-ray crystallographic and BP86-calculated
bond lengths and BP86 Meyer bond orders, presented in Table 1.
D-Tensor. The SA-CASSCF level interconversion pathwaysD2d-

(1)fS4fD2d(2) andD2d(1)fC2, between the models
H/Me1 and

H/Me2, and H3 and H4, respectively, show a strong dependence
on the torsion angle ωi. The former pathway has been constructed
by Hirota et al. empirically for complexes 1 and 2, by employing the
angular overlap model (AOM) method, in an effort to explain the
origin of the ZFS.40 However, in the work presented herein, such
an approach is performed in a more elaborate way, at the ab initio
level, in which the 10 quartet and the 35 doublet states are treated
simultaneously. The dependence of the 4A2,

4Exy (4T2
xy), 4Bz

(4T2
z),4Exy (4T1

xy), and 4Az (4T1
z) states (of the 4F term), as well

as the corresponding 2Exy (2T2
xy) and 2Bz (2T2

z) states (of the 2G
term), on the torsion angle ωi is presented in Figure 4a. This
dependence shows a qualitative picture of the structures involved
in the pathway. In fact, at torsion angles ω12 = 45� and 135�, the
[Co(SH)4] unit assumes Td geometry, which requiresD = 0. For
torsion angles ω12 < 45� and ω12 > 135�, the 2,4Exy (2,4T2

xy)
states are energetically lower than the 2,4Bz(2,4T2

z) states, whereas
for torsion angles 45�<ω12 < 135� the order of the levels reverses.
The orbital splitting follows the same trend; thus for torsion angles
ω < 45� and ω > 135�, the [CoSH4] is elongated along the four-
fold symmetry axis and therefore the energy of dxy decreases,
whereas the energy of dxz,yz increases. By contrast, for torsion
angles 45� <ω < 135�, the reverse is observed (Figure 5). For the
D2d(1),ωi = 0� and D2d(2) ωi = 180� geometries, the main SOC
contribution to the ZFS arises from the 4A2f

4Bz (dx2�y2fdxy)
single electron excitation within the 4T2 states, while for the S4
geometries,ω12∼ 90�, the SOC contributions to the ZFS involve
the 4A2f

4Exy (dx2�y2fdxy,yz) single electron excitations, as can be
seen in Figure 4a. Furthermore, the calculated CAS-CI ZFS values,
by both PT and QDPT calculations of the energy separation
between the |(1/2æ and |(3/2æ Kramers doublets (Figure 6a),
shows that D2d geometries are characterized by negative D values,
and the corresponding S4 geometries by positive D values.
However, only in the narrow region of �10 < D < +10 cm�1,
the second order PT curve is collinear with the QDPT curve, an
observation showing that outside this region, the PT approach
essentially breaks down. This is not, for instance, the case for
octahedral Cr(II) and Cr(III) hexaaquo complexes,42 for which the
second order perturbation approach is fully adequate for the
calculation of the D-tensor. Clearly these two SOC contributions
are responsible for the break downof thePT approach, as shown in
Figure 4a. In the region of torsion angles 45� < ωi < 135�
dominated by S4 CoS4 cores, E/D varies between 0 and 0.25, a

Table 5. Calculated 59Co Hyperfine and Ligand 31P Super-Hyperfine Coupling Constants (MHz) for H4
H4 B3LYP BP86 PBE0 TPSS TPSS0 TPSSh B2PLYP exp.18,37

Co ACox �59.6 �16.2 �57.7 �35.9 �86.2 �57.9 �71.4 Ax00 = |118|

AFC �132.5 �112.4 �175.9 �106.8 �166.8 �132.2 �213.0

ASDx 27.3 33.6 30.2 29.0 25.6 27.7 25.2

ASOCx 45.6 62.6 87.9 41.8 55.0 46.5 116.3

ACoy �88.0 �49.3 �95.9 �64.1 �115.3 �86.9 �110.4 Ay00 = |45|

AFC �132.5 �112.4 �175.9 �106.8 �166.8 �132.2 �213.0

ASDy 4.6 11.6 5.2 6.4 2.7 4.5 2.4

ASOCy 39.8 51.4 74.6 36.3 48.7 40.7 100.1

ACoz �130.1 �115.1 �151.6 �111.1 �153.8 �129.7 �161.8 Az00 = |107|

AFC �132.5 �112.4 �175.9 �106.8 �166.8 �132.2 �213.0

ASDz �31.9 �45.2 �35.5 �35.4 �28.3 �32.2 �27.7

ASOCz 34.4 42.5 59.8 31.2 41.4 34.8 78.9

P1,3 Aiso
FC �1.03 �4.33 �1.03 �1.62 �0.29 �1.43 �0.29 �1.13

P2,4 Aiso
FC 2.96 2.85 2.51 4.45 2.92 3.15 2.00 1.88

Figure 4. Ground, 4A2, and the lowest excited SOC states, 4,2T2, as a
function of the torsion angle ωi, (a) along the D2d(1)fS4fD2d(2),
interconversion pathway and (b) along the D2d(2)fC2, ωi = ω12(ω34)
interconversion pathway.
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fact associated with the dxz,yz orbital splitting, as well as with the
splitting of the 4Exy (4T2

xy) lowest excited state (Figure 4a, 5).
As extensively discussed above, in the case of 4, further reduction

of the symmetry towardC2, leaves the sign ofD undetermined, both
experimentally and by ab initio theoretical methods applied over
static geometries. However, the condition which reverses the sign of
D along the D2d(1)fS4f D2d(2) interconversion pathway is not
satisfied along the corresponding D2d(1)fC2 interconversion
pathway for H3 and H4 models, respectively, as the Co(II)S4 core
effectively avoids the ∼Td symmetry (D = 0). On the other hand,
the negative value of D calculated at the initial D2d(1) point of the
pathway (ω12 = ω34 = 25�) increases linearly toward a maximum
at ω12 = ω34 = �30� and then decreases at ω12 = ω34 = �45�
(∼C2 symmetry), where the D-tensor reaches its maximum
rhombicity (E/D∼0.3) (Figure 6b). As a result of extreme rhombi-
city, the e(dxz,yz) orbitals split along the D2d(2)fC2 pathway, as in
the case of the D2d(1)fS4fD2d(2) interconversion pathway.
However, the final electron configuration dx2�y2

2dz2
2dxy

1dyz
1dxz

1

(Figure 2) does not reverse the splitting of the 4T2 (
4Az and 4Exy)

states (Figure 4b), retaining the sign of D negative. It is remarkable
that a very similar behavior in the orbital splitting of H4with respect
to H2 and [Co(PPh)3Cl2]

44 is observed, which accounts for the
negative sign of D in these cases. In addition, the plot of the QDPT
versus PT curves for the ZFS do not coincide, because of strong
SOC effects between the 4Az excited state with the 4A2 ground state,
in analogy with the H/Me1 and H/Me2 model complexes around
D2d(1) symmetry (Figure 6b). We therefore, conclude that second
order PT methods in general are not adequate for describing the
ZFS of S = 3/2 Co(II)S4 complexes.
In summary, the CAS-CI-constructed D2d(1)fS4fD2d(2)

and D2d(1)fC2 pathways explain the experimental magnetic
properties of Co(II)S4 complexes in terms of LFT. These results
are superior to the previously applied AOM approach, as the ab
initio method is quantitatively and qualitatively more correct and
does not contain adjustable parameters. As discussed in the
previous sections, inclusion of dynamic correlation offers even
more reliable values for the ZFS parameters.
g-Tensor. The effective g0-tensors calculated by QDPT pre-

sent a diagnostic tool of the ground state Kramers doublet forD2d

and S4 symmetries, respectively. This is nicely observed along the
D2d(1)fS4f D2d(2) interconversion pathway, in which well-
defined regions can be identified for the g0 tensors for the |(1/2æ
and |(3/2æ doublets, respectively. According to the expectation

from the LFT53 and the S0 = 1/2 SH approach toward the
D2d(2)fS4 pathway, g0z|(1/2æ and g0z|(3/2æ decrease as the
4Bz excited state gets lower than the

4Exy state (Figure 7a). Along
the same lines, g0xy|(1/2æ and g0xy|(3/2æwould equally decrease;
however, introduction of rhombicity splits them apart. In D2d and
S4 symmetries, the dxy an dxz,yz orbitals are not allowed to mix and
therefore the composition of the g0z|(3/2æ and g0y|(1/2æ remains
pure, even in the presence of extreme rhombicity. Thus, determi-
nation of the sign of D by both accurate experimental and
theoretical methods is feasible. In addition, aroundD2d symmetry,
the observation of transitions within both Kramers doublets is
possible. In fact, for complex 3, two transitions18 could be identified
at g0 = 7.1 and g0 = 5.8, which, according to Figure 7b, can be
assigned as g0z|(3/2æ and g0y|(1/2æ and g0x|(1/2æ, respectively.
TowardC2 symmetry, significantmixing of the doublets is observed,
dividing the spectral region into two groups: the one at g0 ∼ 7, which
is dominated by g0z|(3/2æ and g0y|(1/2æ, and a second one ranging
between g0 ∼ 4 and g0 ∼ 1, which is dominated by compositions of
the remaining effective g0-tensors (Figure 7b).
Metal A-Tensor.The calculation of the metal HFCs along the

D2d(2)fC2 interconversion pathway shows that the anisotropy
of HFCs, provided by the SD interaction, is torsion angle
dependent. AxialD2d(2) structures possess nearly isotropic HFCs
(ACoz∼ACoxy). Lowering of symmetry towardC2 introduces large
anisotropy in the SD term in which |ASDx| and |ASDy| decrease,
whereas |ASDz| increases, along the scan (Figure 8). On the other
hand, ASOC shows very small anisotropy (ΔASOC < 6 MHz), and,
in addition, AFC remains essentially constant. Therefore, the main
anisotropic contribution to ACoi along the D2d(2)fC2 intercon-
version pathway, is provided by the SD term.
Following this argument, the dxy orbital becomes non-bonding

inC2 symmetry. Therefore, the Co�S covalent bonding is provided

Figure 6. a) Comparison of the QDPT vs PT D values (a) along
the D2d(1)fS4fD2d(2) interconversion pathway and (b) along the
D2d(2)fC2 interconversion pathway, as a function of the torsion angle
ωi =ω12(ω34) (left). In (b) (right) the rhombicity E/D as a function of
the torsion angle ωi =ω12(ω34), along the D2d(2)fC2 interconversion
pathway, is plotted.

Figure 5. d-Orbital splitting along the D2d(1)fS4fD2d(2) intercon-
version pathway, as a function of the torsion angle ωi.
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mainly by the interaction of the dyz and dxz orbitals with the S
lone pairs. Thus, in accordance with the expectations from the
LFT,53 the calculated |ACo

x| and |ACoy| are decreased from 91
MHz, to 58 and 88 MHz, respectively, whereas the |ACo

z| is
increased from 95 to 127 MHz along the TPSSh D2d(2)fC2

interconversion pathway. Along the same lines, the sign of the
isotropic hyperfine interaction on the P atoms is reproduced,
confirming that the small s-spin density is negative on the P13 and
positive on the P24 atoms that carry the Ph and the iPr groups in
the real complex 4, respectively.37 Such a trend is consistent with
an electron density flow from the PiPr2 fragment, carrying the
electron donating iPr groups, to the PPh2 fragment bearing the

electron accepting Ph groups, via the central metal atom, corre-
sponding to a significant delocalization of the spin density onto the
ligand framework. This proposal is in agreement with 31P NMR
data for complex 432 and reflects the covalent nature of the
Co�S bonds.

’CONCLUSIONS

This work provides a systematic computational study of high
spin Co(II)S4-containing complexes, following their experimental
investigation by X-band EPR, HF-EPR, and ENDOR spectros-
copy. The ab initio multireference configuration interaction and
DFT computational methods were applied to map the electronic
structures of these complexes. The magnitude of D was calcu-
lated by employing multiconfigurational ab initio methods. The
available large experimental window forD in such systems (+6 to
�70 cm�1) allows conclusive remarks on the applicability of
each method used. Reliable calculated D and E/D values are
obtained using QDPT in conjunction with correlated multi-
reference methods (SORCI, MR-DDCI2). In particular, the
theoretical investigation of the ZFS for the H/Me1, H/Me2,H3,
andH4 models and the mapping of the ZFS along the relevant
symmetry interconversion pathways D2d(1)fS4f D2d(2) and
D2d(2)fC2 indicate that there is only a narrow region, �10 <
D < +10 cm�1, for which the second order PT is adequate for
calculating the ZFS of such systems. The main contribution to
the ZFS for the above set of models arises from SOC contribu-
tions that couple the 4T2 excited states to the 4A2 ground state.

Apart from the magnitude of D, its sign is an important
parameter for an EPR study. It was a great challenge to deal
with this important property for the systems under study, as the
EPR experiments were not able to resolve the matter under
rhombic conditions (E/D > 0.2). In that respect, careful appraisal
of the investigated electronic structures categorize our model set
in two main configurations, namely, dz2

2dx2�y2
2dxy

1dyz
1dxz

1 and
dx2�y2

2dz2
2dyz

1dxz
1dxy

1, accounting for negative and positive signs
of D, respectively. In the special case of H4, for which the
experiments did not conclusively provide the sign of D, we have
included the most important SH components, in terms of
effective g0, D, and hyperfine coupling A tensors in this study.
In our treatment, we were careful to follow the experimental
principal axis system by performing our calculations for the
experimental structures of 3 and 4. By this procedure, direct
comparisons with the experimental matrices could be made. The
effective g0 tensors were calculated by applying QDPT methods.
The results show substantial differences between the |(1/2æ and
|(3/2æ Kramers doublets, which allows the determination of the
sign of D. The results are consistent with the experiment. Interest-
ingly such methodology seems to have wider applications for the
theoretical investigation of other half-spin systems, as it was success-
fully applied for S = 1/2 low-spin Mo(III) complexes as well.88

In the case of H4, the metal hyperfine tensor, ACo
i, and the

isotropic ligand super-hyperfine tensor, AP
iso, was systematically

studied at the DFT level by employing various functionals. The
best results were obtained by the GGA: PBE, hybrid GGA
B3LYP and meta GGA: TPSSh functionals, with the latter
providing the overall most accurate predictions. These results
are in line with previous studies. Decomposition of the ACo

tensor into its contributions (FC, SD, and SOC) along the
D2d(2)fC2 interconversion pathway, in combination with LFT
arguments, reveals a variability of the electronic structure on CoR,
R0
L2 complexes. The nature of the R,R0 peripheral groups largely

Figure 8. TPSSh/CP(PPP)/TZVP calculation of the 59Co A-tensor
and its decomposition in FC, SD, and SOC contributions along the
D2d(2)fC2 interconversion pathway, as a function of the torsion angle
ωi = ω12(ω34) for the

H4 model.

Figure 7. QDPT CASSCF(7,5)-calculated g0 tensors along (a) the
D2d(1)fS4fD2d(2) and (b)D2d(2)fC2 interconversion pathways, as
a function of the torsion angles ωi and ωi = ω12(ω34), respectively.
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affects the electronic properties of such Co(II)S4-containing
complexes. This observation has wider significance, owing to
the presence of such metallic cores in the active sites of cobalt or
cobalt-reconstituted proteins. Reinforcing the findings of this
work, it has recently been shown that in the case of the corre-
sponding tetrahedral NiR,R

0
L2 complexes, the covalent character of

the Ni�S bonds is increased along the D2d(2)fC2 interconver-
sion pathway, leading not only to a different geometry (square-
planar) but also to different ground state spin multiplicities.63

Overall, the recent experimental work,18,37 combined with the
theoretical work presented herein, provides a basis for further
investigation of inorganic and biological Co(II)S4-containing systems.
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